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The University of Edinburgh is currently working alongside 
three other universities in a consortium called the University 
Defence Research Collaboration (UDRC).1 This is a multi-

million-pound joint venture funded by the Ministry of Defence 
(MOD) and the Engineering and Physical Sciences Research 
Council (ESPRC) aimed at using academic research to boost 
military capabilities. The EPSRC also funds other networks 
and initiatives aimed at promoting co-operation between 
UK universities and the military in areas relating to artificial 
intelligence (AI) and data processing.2

Projects with relevance to LAWS

One of the main projects being carried out by the UDRC – and 
led by Edinburgh – is ‘Signal Processing in the Information Age’ 
which has a value of nearly £4.1m over six years.3 The research 
description includes deep learning, suggesting that the outcomes 
can be used for intelligence gathering, target detection, and 
recognition and tracking – these being critical functions of 
armed drones. The likely application of this research in a military 
setting is emphasised by the involvement of project partners 
including BAE Systems, Leonardo, and Thales – all leading arms 
corporations which have an active interest in autonomous 
systems. Moreover, the MOD has direct access to an academic 
signal processing pool deployable on short notice, raising many 
ethical questions and highlighting the militaristic application of 
the research outcomes. Hence, there are clear indicators that this 
project can assist with the development of LAWS.

Another project led by Edinburgh is the ‘UKRI Trustworthy 
Autonomous Systems Node in Governance and Regulation’, 
which has a value of over £2.6m over 3.5 years.4 It is studying 
trust in autonomous systems especially related to the creation 
of regulatory structures, and issues of responsibility and liability.5 
Some of its project partners are also leading developers of 
military technology with an interest in autonomous systems – 
BAE Systems, Thales, and the Defence Science and Technology 
Laboratory. Professor Ramamoorthy, the lead researcher, is also 
Personal Chair of Robot Learning and Autonomy in the School of 
Informatics and has a history in developing autonomous robots.6 
There is no mention of any ethics- or law-focused academics 
participating in this project, which raises questions about whether 
these aspects will be given due weight in the research, or 
whether there will be a bias towards favouring laxer regulations 

for autonomous systems development driven by, for example, 
commercial pressures.

The University of Edinburgh also has some involvement with the 
BAE Systems project Tempest7 which has the aim to develop 
combat aircraft including ‘autonomous systems’. The MOD has 
stated that there are more than 600 organisations working 
on this project, including small businesses and academia. 
Partnerships involve organisations both inside and outside 
the military-industrial sector,8 and the whole collaboration is 
called Team Tempest. Edinburgh’s involvement is shown by its 
three-way research partnership with Heriot-Watt University 
and Leonardo – but the university website does not mention 
this project in any way (neither its funding, areas of research, 
nor the academics involved). This lack of transparency is deeply 
concerning. The partnership also extends to the Centres for 
Doctoral Training in Applied Photonics as well as in Robotics and 
Autonomous Systems.9 The latter forms part of the university’s 
Edinburgh Centre for Robotics, which offers funded PhD training 
programmes. The University of Edinburgh’s website states that 
these programmes are sponsored by the EPSRC10 but the links 
to BAE Systems and Leonardo are not disclosed. There is also no 
mention of how the research outcomes will be utilised to develop 
autonomous aircraft for BAE Systems. Therefore, candidates 
applying to this opportunity will be unaware of the connections 
of research outcomes to arms companies and the potential 
development of LAWS.

Student concern

Following a motion from Edinburgh University Amnesty 
International representatives, which passed in the Student 
Council in January 2021, the university’s Student Association 
signed the Future of Life Institute pledge on LAWS.11 The Student 
Council then put pressure on the University to sign the pledge but 
this was rejected in March following objections by the College of 
Science and Engineering due to the alleged dual-use nature of the 
research outcomes, i.e. their ability to be used for both civilian 
and military applications. However, the university does not have 
a comprehensive Research Ethics Policy which deals adequately 
with issues such as autonomous weapons. If the university’s 
partnerships with arms companies and the MOD are considered 
as well, the argument that further ethical safeguards are not 
needed becomes especially unconvincing.

Is the University of 
Edinburgh involved in 
research for autonomous  
weapons?
Partnerships between the military 
and UK academia are being rapidly 
expanded. Alba Andrés Sánchez 
examines whether some of them 
might be used to help develop lethal 
autonomous weapon systems (LAWS).
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The rapid pace of technological development in AI and 
robotics is raising major ethical issues, not least concerning 
the development of autonomous weapons. Universities – like 
Edinburgh – which pursue military-funded research in these 
areas, without much stricter safeguards, risk helping to fuel an 
international arms race which will endanger us all.
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Jan Maskell, SGR, summarises the 
academic evidence on one of the key 
debates in climate communication.

According to the Climate Change Committee, 62% of 
future emissions reductions depend – at least in part – on 
behaviour change.1 What makes for an effective message 

to encourage and enable the different practices and routines 
that are required to achieve those reductions? What is more 
effective, fear or hope?

When messaging works – and when it doesn’t

Fear arises when individuals perceive themselves to be faced 
with imminent physical harm2 and is thought to be a useful 

motivational tool as its associated action tendency is to protect 
oneself from harm. Similar to fear, hope derives from the 
perception of an uncertain future, but unlike fear, it is associated 
with more positive future expectations. Hope is a feeling of 
“wishing and yearning for relief from a negative situation, or 
for the realization of a positive outcome when the odds do not 
greatly favor it”3 and its associated motivational function is to 
encourage goal pursuit.

Threatening message information tends to invoke fear – and 
the threat of climate change has been communicated often 
using the ‘deficit model’ of science communication,4 with the 
hope that more knowledge would lead to desired attitudinal 
and behavioural changes. There is significant evidence that 
information provision alone is a weak driver of behaviour.5 A 
key argument against the deficit model is that it presumes 
that most people process information according to a scientific 
model: that they engage in a considered and unbiased reflection 

To scare or not to scare? Is a message of fear 
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